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Executive Summary 

Scope 
This document describes the consortium’s analysis of the exploitation of standards in the project and presents a 

strategy for interacting with relevant standardization bodies. 

Audience 
This deliverable is public. 

Summary 
In this report, the consortium presents an analysis of standards relevant to the project technologies, identifies 

relevant standardization bodies, overviews the partners’ current activities in these organizations, and proposes a 

strategy for contributing to specific standardization processes. Subsequent reports D7.4.2 and D7.4.3, due in 

M24 and M36, will review the standardization activities during the upcoming reporting periods, and revise the 

strategy as needed. 

Structure 
This deliverable is structured as follows: Section 1 discusses the relevance of technical standards to the project 

and motivates the consortium plans to contribute to the standardization process. Section 2 presents an analysis 

of the current exploitation of standards within the project, highlighting areas where further standardization 

efforts could benefit from the project’s vision. Based on this analysis, the consortium will propose and outline in 

section 3 specific standardization activities, where contributions based on project insights could be rewarding for 

both the VENTURI project in the short term, and the standardization process and AR ecosystem in the mid and 

long term. Section 4 summarizes this report and draws the conclusion. 
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1. Introduction 
With VENTURI incorporating and pushing forwards a broad spectrum of technologies from very different 

technical domains, the consortium considers the exploitation of existing and currently evolving standards as 

being essential, both to ease technology integration and interoperability within the project, and also to support 

the adoption of the project’s technologies on a larger scale beyond the EU funded lifetime of VENTURI. 

While large portions of the VENTURI base technology can be founded on well-accepted standards (e.g. in the 

area of graphics rendering and networking), some standardization activities, very relevant to the project, are still 

in a draft stage and will evolve, in upcoming iterations, into standards that support and benefit the project’s 

vision. Examples include the current work by the Khronos Group on hardware-accelerated vision APIs, and the 

uniform access to sensors and multi-sensor data fusion. 

Since the standardization processes typically spans several years, from the first drafts to finalized standards, 

several consortium partners are already active in a number of standardization bodies within their technical fields 

in order to monitor the current developments and to support them with contributions and standardization 

proposals. The consortium as a whole sees this as an opportunity to gain an early insight into upcoming 

developments, and to ensure continuous innovation, by contributing specific recommendations into the 

standardization processes based on project results. 

The yearly deliverables D7.4.1-3, which are due in months 12, 24, and 36 respectively, are designed to account 

for this evolution by: identifying specific topics that would benefit from further standardization; identifying 

relevant standard bodies; and developing appropriate strategies to communicate with those organizations. 
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2. Exploitation of Standards in VENTURI 
One key consideration in the design and implementation of an end-to-end AR workflow, such as the one 

envisioned by VENTURI, is to ensure seamless interoperability of the system components delivered by the 

various actors (including OEMs, AR technology providers, content providers, and application developers). A 

careful specification of hardware and software interfaces, protocols, data structures, and file formats is 

indispensable for managing such complex system architectures; the exploitation of accepted standards greatly 

simplifies this process. 

Well-adopted standards exist to cover most of the VENTURI base technologies (e.g. file formats, network 

protocols, and APIs for media asset exchange and rendering), typically targeting clearly defined problem 

domains with minimum dependencies towards other standards. Mobile AR, however, does require a particularly 

tight integration of very different technologies in order to support efficient sensor data acquisition, fusion, 

analysis, and rendering in real-time, and with limited resources. Some standardization bodies have started to 

account for this need, by advancing their existing standards to encourage interoperability between different 

technologies (e.g. interoperability between Khronos OpenCL and OpenGL), and by working in liaison with other 

bodies on meta-standards that join complementary domains (e.g. W3C and OGC for modeling Points of Interest). 

In addition, new standardization efforts have been initiated to support easier integration with rapidly evolving 

technologies, such as uniform access to the multitude of sensors available on current generation mobile 

platforms, and the abstraction of data-fusion implementation details by high-level APIs. 

The following sections will overview the current availability and use of standards within the different technical 

domains of the VENTURI project, and analyze where suitable standards are missing, are currently under revision, 

or could be further improved to meet the project vision. 

 

2.1 Mobile Platform Hardware and Software Architecture 
Most interdependencies are defined by the end-device platform: the various hardware components for sensing, 

processing, presentation, and connectivity need to be integrated with each other and the operating system (OS), 

thanks to device drivers and OS kernels, in order to expose their functionalities via standardized interfaces to AR 

middleware, user-land services, and applications. 

The software architecture of the Android operating system, as incorporated in the project’s mobile platform, is 

shown in Error! Reference source not found.. As it can be noticed, the software stack is rather complex and 

includes either open source components which are specific to the Android operating system (e.g.: Surface 

Manager, Media Framework, etc.), or which can be found in other common UNIX-like software stacks, such as 

Ubuntu Linux (e.g.: libc, WebKit, etc.). 

Some components are directly provided by the Android Open Source Project (AOSP) initiative lead by Google 

and can be considered common to all android-based platforms. Lower-level software components, instead, must 

be provided by the hardware platform provider in the form of Linux device drivers and hardware-specific user-

space libraries.  

In order to guarantee ease of platform programming from a high-level perspective (targeting “app” developers) 

and a smooth and clean integration of platform specific components coming from different vendors into the 

operating system, a set of industry or de-facto standard APIs are exploited. In the following paragraph the most 

important interfaces are highlighted. 
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FIGURE 1 - ANDROID ARCHITECTURE 

 

POSIX APIs 
Since the Android Operating System is built on top of the well-known Linux kernel, the native implementations 

of the Android middleware exploit the POSIX APIs [1] to interface with the basic services provided by the kernel, 

including memory allocation, low level network communication, thread management, and device driver access. 

Because of embedded platforms specificities and constraints, the Android Open Source Project also introduced 

novel software interfaces for specific device management. This is the case, for example, with a new and evolving 

memory management system for accessing acceleration peripherals, such as multimedia hardware codecs, 

GPUs, and hardware compositors (ASHMEM, PMEM). 

Finally, it is important to notice that AOSP also relaxed some of the requirements of the POSIX standard itself for 

keeping the implementation lightweight and efficient. For example, the standard Android libc, named Bionic, 

lacks some of the features that can be found in its GNU counterpart, such as wide character support, C++ 

exception handling, process-shared mutexes and condition variables, and pthread_cancel. 

Khronos APIs 
The interface to graphics acceleration engines and audio interfaces is implemented in terms of the Khronos 

OpenGL ES [2] and OpenSL ES [3] standards, respectively. Both C-level APIs are exposed through the JNI (Java 

Native Interface, see below) directly up to the Android application level. 
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The OpenMAX Integration Layer (IL) [4] is a lower-level software abstraction layer that is used by the Android 

Media Framework to access multimedia engine components such as audio and video codecs. 

Regarding low level computing capabilities, which could be of great interest to AR frameworks in order to 

accelerate vision algorithms, the OpenCL standard [5] is not favored by Android. It could be used by platform 

providers or even at native code (C, NDK) level. However, Google is pushing for a similar proprietary technology, 

called RenderScript, which is accessible by the user. 

In the following paragraphs all the Khronos standards used in Android are briefly described. 

OpenMAX IL (Integration Layer) 

OpenMAX is a royalty-free, cross-platform API that provides comprehensive streaming media codec and 

application portability by enabling accelerated multimedia components to be developed, integrated and 

programmed across multiple operating systems and silicon platforms. The OpenMAX API will be shipped with 

processors to enable library and codec implementers to rapidly and effectively make use of the full acceleration 

potential of new silicon - regardless of the underlying hardware architecture. The OpenMAX IL API defines a 

standardized media component interface to enable developers and platform providers to integrate and 

communicate with multimedia codecs implemented in hardware or software. 

In Android the OpenMAX IL API is not exposed directly to the application but it is embedded in the Android 

Multimedia Framework and it is used to abstract usually only the video codecs. Since the implementation of the 

OpenMAX components is left to the codecs vendors the number of components and the capabilities provided 

are different on different Android devices. 

The main classes that may rely on OpenMAX support are basically the following: 

 Camera 

 MediaPlayer 

 AudioManager 

 AudioManager 

Android, still in the latest version Jelly Bean, is based on OpenMAX 1.1.2.  

OpenGL/ES 

OpenGL ES is a royalty-free, cross-platform API for full-function 2D and 3D graphics on embedded systems - 

including consoles, phones, appliances and vehicles. It consists of well-defined subsets of desktop OpenGL, 

creating a flexible and powerful low-level interface between software and graphics acceleration. OpenGL ES 

includes profiles for floating-point and fixed-point systems and the EGL specification for portably binding to 

native windowing systems. OpenGL ES 1.X is for fixed function hardware and offers acceleration, image quality 

and performance. OpenGL ES 2.X enables full programmable 3D graphics. OpenGL SC is tuned for the safety 

critical market. 

There are two foundational classes in the Android framework that let you create and manipulate graphics with 

the OpenGL ES API:  

 GLSurfaceView 

 GLSurfaceView.Renderer 

The OpenGL ES 1.0 and 1.1 API specifications have been supported since Android 1.0. Beginning with Android 2.2 

(API Level 8), the framework supports the OpenGL ES 2.0 API specification.  
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OpenSL ES 

OpenSL ES is a royalty-free, cross-platform, hardware-accelerated audio API tuned for embedded systems. It 

provides a standardized, high-performance, low-latency method to access audio functionality for developers of 

native applications on embedded mobile multimedia devices, enabling straightforward cross-platform 

deployment of hardware and software audio capabilities, reducing implementation effort, and promoting the 

market for advanced audio. 

The Android native audio APIs are based on the Khronos Group OpenSL ES 1.0.1 standard. 

Almost all the features are available at Android API level 9 (Android platform version 2.3) and higher. Some 

features are only available at Android API level 14 (Android platform version 4.0) and higher. 

OpenSL ES provides a C language interface that is also callable from C++, and exposes features similar to the 

audio portions of these Android APIs callable from Java programming language code: 

 android.media.MediaPlayer 

 android.media.MediaRecorder 

The primary purpose of OpenSL ES for Android is to facilitate the implementation of shared libraries to be called 

from Java programming language code via Java Native Interface (JNI). OpenSL ES is a full-featured API, and the 

actual support provided in Android will allow the accomplishment of most of the audio needs without the 

addition of supplementary calls at application level. 

From the standards point of view, though Android is based on OpenSL ES, the Android native audio API is not a 

conforming implementation of any OpenSL ES 1.0.1 profile (game, music, or phone). This is because Android 

does not implement all of the features required by any one of the profiles.  

Official conformance support of Khronos APIs in Android 

The Khronos standard in Android in general are supported but not conformant, in the sense that the 

implementations of the API are supporting more or less all the functions defined by the standard but they are 

not tested through the official Khronos procedure that guarantees the conformance. 

 

Android Sensor Framework 
The Android system is missing a basic and standard support to rule and abstract the access to sensors and other 

input devices. A proposed solution that is under definition and could represent a standard solution to be 

adopted in Android, is the Khronos standard StreamInput [6]. This standard could become, in the near future, an 

answer to the sensor access issue currently encountered, as described in section “3.1 Khronos StreamInput” 

below. 

An alternative solution has been proposed by Sony: the company recently released a sensor framework, referred 

to as DASH (Dynamic Android Sensor HAL), as an open source project. DASH is an Android sensor HAL 

implementation that has scalability and configurability in its design. Constructing a generic framework that lets 

the board configuration define which sensors to enable reduces the code maintenance and the integration costs. 

The DASH implementation further adds functionality for configuring sensors at run-time. By having DASH 

released as open source, there will be a robust sensor HAL implementation that the public can use. Anyone can 

make improvements, such as adding new features and bug fixing. Developers working with sensor libraries can 

quickly integrate a sensor HAL solution. 
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Java APIs 
While application developers benefit from the use of the widespread Java programming language on Android, 

Google decided to take non-standard approaches in two important areas: the standard library support and the 

execution environment available on Android devices. 

One of the key advantages of Java for developers is its standard class library, which is consistent across 

platforms. The Java APIs in Android, however, neither align to Java SE, nor to the Java ME class library profiles. 

Instead, Android uses its own libraries built from a subset of the Apache Harmony Java implementation. In 

particular, Android graphic libraries do not rely on AWT or Swing APIs. 

The choice of Java as a programming language for Android has some additional implications. Normally, Java 

source code is compiled into a standardized hardware independent byte code, thus requiring a standard Java 

Virtual Machine (JVM) for execution. Devices that want to use a JVM are however forced to pay royalties, which 

is in contrast to the Apache license used throughout Android. Additionally, the standard JVM is not very well 

optimized for low memory and resource footprint, making it a challenge to guarantee good responsiveness on 

mobile devices. 

The solution adopted in Android is the use of a different type of byte code than used by a standard JVM, thus 

eliminating the need for JVM licensing and allowing implementing an execution environment with much lower 

resource footprint. Google adopted a proprietary virtual machine named Dalvik, which is specifically optimized 

for the execution on devices with limited resources. Java source code is still compiled into .class files, but then 

packaged efficiently into Dalvik-specific byte code containers with .dex extension. The resulting .dex files are not 

executable by standard JVMs, but on average 50% smaller than compressed JAR files containing the same code. 

This is partially due to the register-based architecture of the Dalvik Virtual Machine (VM), which requires less 

byte code instructions than standard stack-based JVMs, and also due to the exposure of core libraries not as Java 

implementations, but in the form of lightweight Java Native interfaces (JNI). The actual implementations reside 

in native libraries and can be shared by several VM instances, allowing faster execution at lower memory 

footprint, and largely eliminating the need for Just In Time (JIT) compilation, as implemented in the standard 

JVM. 

 

2.2 AR Mobile Middleware and Server Side Infrastructure 
The mobile AR middleware and server side infrastructure provide a crucial integration layer to ease 

interoperability with the underlying mobile hardware and operating system, and to provide high-level 

functionalities for tracking of the environment, content aggregation from internal and external data sources, and 

composition/rendering of the augmented scene. Naturally, the junaio client and server infrastructure developed 

by consortium partner metaio and used for the implementation of the yearly prototypes, makes use of several 

standards to interface with the mobile base system, and to allow for easy integration at the application 

development level. 

From the application development perspective, reference images used as targets for the visual tracking and 

estimation of the camera pose need to be provided in JPEG (ISO/IEC 10918 Joint Photographic Experts Group) [7] 

or PNG (ISO/IEC 15948 Portable Network Graphics) [8] file formats. The content for 3D visual augmentations 

relies on informal industry standards, namely the id Software MD2 [9] and Wavefront OBJ [10] 3D graphic model 

formats. Support for audio and video, e.g. for the augmentation of video textures, is based on the ISO/IEC 14496 

MPEG-4 suite of video and audio compression standards [11][12], with the media packaged inside 3GPP2 3G2 

[13] containers. 
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To integrate the media assets with the Augmented Reality application, a combination of XML (W3C Extensible 

Markup Language) [14], HTML (W3C HyperText Markup Language) [15], CSS (W3C Cascading Style Sheets) [16], 

and JavaScript (ECMA-262 / ISO/IEC 16262) [17] is used as AR markup language.  

Integration of junaio with the mobile platform relies on the standards supported by the device. Accordingly, 

rendering of web contents is based on the family of web-standards (HTML, CSS, JavaScript), while rendering of 

3D graphics is based on Khronos OpenGL ES. For the audio rendering, operating system specific APIs and libraries 

are exploited. 

Tracking in junaio does currently not depend on standard programming interfaces, as the sensing APIs providing 

location data (e.g. GPS geo-coordinates) and inertial sensor measurements (e.g. data from the accelerometer, 

gyroscope, and digital compass) are specific to the operating system of the mobile platform. On Android, classes 

from the android.hardware and android.location packages need to be used to acquire motion and location data 

from the device hardware, while on Apple iOS, this functionality is provided by the Core Motion and Core 

Location frameworks . In practice, this lack of cross-platform standards for unified sensor access poses a great 

challenge on application and AR middleware developers: 

1. Operating system specific libraries are accessing the sensors in different manners and developers need 
to adjust their programs to make sure that internally the control of sensors and the interpretation of the 
data are consistent from one operating system to another. 

2. Different devices running different operating systems (and sometimes even running the same operating 
system) are providing sensor data in different coordinate systems. This is either due to the physical 
mounting of the sensors in the devices and sometimes due to the conventions of the hardware 
providers. Such discrepancies slow down the multi-platform application development, since each case 
needs to be treated separately. A standardized definition of the coordinate system in which data from 
different sensors is provided is therefore very much needed at the hardware platform and operating 
system level. 

From the perspective of the AR middleware, therefore new standards for unified sensor access and data 

interpretation, as well as for a common coordinate system definition are very much needed and would greatly 

simplify the development and validation process. The Khronos StreamInput standardization activity currently 

taking place seems to target large parts of these issues, making it a promising upcoming standard for 

exploitation in VENTURI. 

 

2.3 Context Sensing and Interpretation 
At the core of the VENTURI vision is an e-sensing philosophy, gathering as much information about a person’s 

context as possible from collocated sensors and monitored geo-social activities. This mobile context-sensing task 

is very challenging, as it involves the analysis and interpretation of very different sensor data, and a 

sophisticated modeling of the user context in terms of space, time, and use-case specific modalities. The 

exploitation of standards can help a lot to put such a vision into reality. 

 

Hardware Sensor Interpretation and Fusion 
As discussed in sections 2.1 (Android sensor frameworks) and 2.2 (AR middleware), unified access to the 

different hardware sensors in mobile devices, as of today, still poses a great challenge in terms of development 

and validation efforts. In the near future, the StreamInput standardization activity pushed forward by Khronos 

should allow for unified integration with sensor hardware. At the same time, complementary standardization 
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efforts for simplified integration also at the application level are in the works, too. This is especially relevant in 

the context of sensor fusion applications, such as the Pedestrian Dead Reckoning (PDR) navigation use case 

planned for the second year VENTURI demonstrator. 

In August 2012, W3C has published a document called “Standards for Web Applications on Mobile: current state 

and roadmap” [18], which reviews the current status of all published and upcoming W3C standards for 

implementing web applications. Integration with sensors and other hardware is covered in part 8 of this 

document, detailing the maturity and implementation status of the various standards, which are mostly still in 

working draft or adoption state. 

The Geolocation API [19], for example, provides a common interface for locating the device, independently of 

the underlying technology (GPS, WIFI networks identification, triangulation in cellular networks, etc.). This 

functionality is typically helpful only for a coarse localization, e.g. as initialization or drift correction in PDR-based 

navigation. While work on a generic Sensor API has been put on hold by W3C in favor to designing APIs for 

specific sensors, web applications can now access orientation and acceleration data with the help of the 

DeviceOrientation Event Specification [20]. This API is highly valuable for implementing PDR, and therefore 

particularly relevant to VENTURI. There is also ongoing work on W3C APIs to open up access to camera and 

microphone streams, which could be used as additional sources of information for audio/visual scene analysis. 

While native applications, as of today, are still the preferred way to implement sensor fusion use cases on 

mobile platforms, mobile “apps” based on standard web technologies could become strong competitors with 

the publication and adoption of new standards for sensor access. Frameworks, such as Adobe PhoneGap or the 

Apache Cordova incubation project, currently fill some of the missing gaps, by providing integration layers 

between web applications and the native functionality provided by the mobile operating system and device 

hardware. 

 

Auditory Scene Analysis 
In the context of the Open Web Platform [21], W3C is working on standardized APIs both for audio recording 

and real-time audio processing. The mission of the Audio Working Group [22], which is part of the W3C Rich 

Web Client Activity, is to add advanced sound and music capabilities to the Open Web Platform. Building upon 

and expanding the basic functionalities brought by HTML5's <audio> and <video> media elements and 

MediaStream processing API [23], the Audio Working Group will define client-side script APIs called Web Audio 

[24], which will support the features required by rich interactive applications, including the ability to process and 

synthesize audio streams directly in script. A standards recommendation is scheduled for September 2013. 

 

Visual Scene Analysis and Surroundings Modeling  

Compact Descriptors for Visual Search 

Camera equipped mobile devices, such as mobile phones or tablets are becoming ubiquitous platforms for 

deployment of visual search and augmented reality applications. A visual database is typically stored on remote 

servers. Hence, for a visual search, information must be either uploaded from the mobile device to the server, or 

downloaded from the server to the mobile device. With relatively slow wireless links, the response time of the 

system critically depends on how much information must be transferred.  

To minimize mobile system processing and thus power consumption, as well as bandwidth consumption for data 

transfer to/from servers, MPEG started standardizing technologies that will enable efficient and interoperable 
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design of visual search applications, in particular seeking technologies for visual content matching in images or 

video. Visual content matching includes matching of views of objects, landmarks, and printed documents that is 

robust to partial occlusions as well as changes in vantage point, camera parameters, and lighting conditions. 

This upcoming standard, called Compact Descriptors for Visual Search, will:  

 ensure interoperability of visual search applications and databases,  

 enable high level of performance of implementations conformant to the standard,  

 simplify design of visual search applications,  

 enable hardware support for descriptor extraction and matching functionality in mobile devices, and 

 reduce load on wireless networks transmitting visual search-related information.  

Clearly, the activities in this field are very important for scenarios like VENTURI, as it enables visual search based 

services for Augmented Reality and various other applications (e-shopping as well as navigation). For this reason 

ST and ST-E are following carefully the standard evolution. 

 

Spatiotemporal Modeling of the Physical and Virtual Surrounding 

As the yearly demonstrators will target increasingly larger spaces for the user to move freely and explore the 

augmented world, the modeling of the physical surrounding and its interlinks with virtual content available at a 

given place, time, and modality will become increasingly important. The consortium will follow an incremental 

approach for the implementation of the yearly prototypes and exploit standards that offer the most suitable 

level of flexibility and functionality at reasonable complexity. In the simplest form, geo-spatial coordinates can 

be associated with most digital assets: either as a direct embedding into files (using e.g. industry-standard EXIF 

metadata [25] for JPEG/TIFF images, or a special XML-tag in 3D COLLADA assets [26]), or as meta-information to 

be transmitted out-of-band. The latter approach often relies on spatial annotation languages, such as the XML-

based Keyhole Markup Language (KML) standardized by the Open Geospatical Consortium (OGC) [27], or the 

community-driven OpenStreetMap (OSM) XML schema [28]. Both standards define a rich set of geometric 

primitives and semantic attributes that allow for the definition of detailed spatial maps along with annotated 

point of interests and relationships between objects. With KML putting a strong focus on geographic 

visualization, it additionally provides means for referencing 2D/3D graphical assets as overlays, and for adding 

styling information that can be used by the viewer application. For geographic information systems that require 

even more flexibility, OGC and ISO have standardized the Geographic Markup Language (OGC GML / ISO TC211) 

[29] as an extendible international standard for spatial XML data exchange. It allows deriving XML schemas for 

specific application domains, such as the OGC CityGML [30] application schema for the modeling and exchange 

of completely styled 3D city models, in order to provide a common definition of basic entities, attributes, and 

relations. With a focus specifically on Augmented Reality use cases there are currently two more promising 

standards under development. The W3C Points of Interest (POI) working group is working on an extendable and 

easy to implement data format [31], which allows for structuring and linking very different types of information 

about real-world objects: including spatial, semantic, and temporal information, media assets, and remote data 

sources. It puts a strong focus on integration with existing web technologies and mobile applications, making it a 

very interesting candidate for further investigation in VENTURI. Finally, The OGC ARML 2.0 Standards Working 

Group [32] is designing an Augmented Reality markup language, which draws its inspirations from KML and 

Wikitude’s ARML 1.0, planning to add dynamic elements and to enhance the support for visualization. A public 

draft of this standard is planned to be presented by the end of 2012. 
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2.4 Content Harvesting, Creation, and Delivery 
Compelling AR experiences rely to a large extend on the content that is presented: by providing the user with 

information that has real value in combination with an immersive presentation. 

Much of the information a user may be interested is ad-hoc, such as background information about a point of 

interest, and can already be found on the Internet. The real challenge in the context of mobile AR is to make this 

unstructured information accessible to an automated information system, and presentable in a way that 

integrates well with the AR experience. This challenge will be tackled in the context of Web-of-Data AR Social, 

Semantic Data-Mining, with the use of standards detailed in the following section. 

Minable Internet content is however still largely text and image based, whereas AR draws much of its fascination 

from 3D visual and audio content. Research for the creation of 3D media is therefore another big field of 

research in VENTURI, with standards playing a role particularly in the authoring and delivery process of this 

work, as detailed in the sections below. 

 

Web-of-Data AR Social, Semantic Data-Mining 
To fuel VENTURI’s AR content, the project will explore the use of semantically structured information available 

on the Web-of-Data (WoD) and Semantic Web. Work on a comprehensive platform that harvests online content 

from structured and semi-structured web sources (e.g. from curated datasets like CSV, or semi-structured 

datasets like Wikipedia) or annotated web pages (i.e. pages with markups) is expected to start shortly after this 

reporting period, in M12. An overview of relevant standards for this part of the VENTURI project is presented in 

the following sections. 

The Resource Description Framework (RDF) [33] is a general method for the conceptual description or modeling 

of information that is implemented in web resources. The RDF data model it is based upon the idea of making 

statements about resources (in particular web resources) in the form of subject-predicate-object expressions. 

These expressions are known as triples. A collection of RDF statements intrinsically represents a labeled, 

directed multi-graph. For example, one way to represent the notion "Linux scheduler has O(1) complexity” as 

RDF triple would be: a subject denoting "Linux scheduler", a predicate denoting "has a big O time complexity of", 

and an object denoting "O(1)". RDF is commonly serialized in formats called RDF/XML [34], Turtle [35], or 

Notation3 [36]. 

“RDF in attributes” (RDFa) [37] is a W3C Recommendation that adds a set of attribute-level extensions to HTML, 

XHTML and various XML-based document types for embedding rich metadata within web documents. The RDF 

data-model mapping enables its use for embedding RDF subject-predicate-object expressions within XHTML 

documents; it also enables the extraction of RDF model triples by compliant user agents. 

A microformat (sometimes abbreviated μF) is a web-based approach to semantic markup, which seeks to re-use 

existing HTML/XHTML tags to convey metadata and other attributes in web pages and other contexts that 

support (X)HTML, such as RSS. This approach allows software to process information intended for end-users 

(such as contact information, geographic coordinates, calendar events, and the like) automatically. Established 

microformats, such as HTML vCard (hCard) [38] for specifying contact information, or the Geographic 

microformat (geo) [39] used for marking up WGS84 geographical coordinates in (X)HTML, are published on the 

web as more recent and more general purpose alternatives to RDFa. 

Microdata [40] is a WHATWG HTML specification used to nest semantics within existing content of web pages, 

like RDFa or microformats. Microdata vocabularies provide the semantics, or meaning of an Item, by marking 
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e.g. a person’s name, address, or company affiliation information on a website with defined attributes in 

surrounding HTML tags. Web developers can design a custom vocabulary or use vocabularies available on the 

web. A collection of commonly used (and Google supported) Microdata vocabularies are available online [41], 

other markup vocabularies are provided by Schema.org schemas (see below). 

Schema.org [42] is an initiative launched in June 2011 by Bing, Google and Yahoo! to "create and support a 

common set of schemas for structured data markup on web pages". The operators of the world's largest search 

engines propose to mark up website content as metadata about itself by using Microdata according to their 

schemas. A mapping from the terms defined in Schema.org to RDF (expressed in RDF Schema) is available online 

[43]. 

The Open Graph [44] protocol enables developers to integrate their pages into the social graph of Facebook; to 

achieve that, metadata markup is added on relevant web page objects according to categories and properties 

known by OpenGraph. This could e.g. be details on a restaurant, including its name, geo-location, a description, 

and an image. 

The Keyhole Markup Language (KML) [27], which has been standardized by OGC, is a notation for representing 

annotated geographic data, primarily for visualization in earth browsers such as Google Earth, Google Maps, and 

Google Maps for mobile. KML is based on the W3C XML standard and uses a tag-based structure with nested 

elements and attributes. KML files are very often distributed in KMZ files, which are zipped KML files with a .kmz 

extension. 

The Web Graphics Library (WebGL) specification [45], which is specified and maintained by the Khronos Group, 

is a standardized JavaScript API for low-level rendering of 3D graphics within compatible web browsers. 

Rendering is based on OpenGL ES 2.0 and uses the HTML5 canvas element, along with the Document Object 

Model (DOM) [46] interfaces to access resources. Higher-level APIs, such as Open 3D (O3D) [47], build on top of 

WebGL to allow for creating rich, interactive 3D applications in the browser. 

 

Popular Web of Data sources with Geographical Data 

OpenStreetMap (OSM) [48] is a collaborative project to build a free editable map of the world. The maps are 

created using data from portable GPS devices, aerial photography, other free sources, or simply from local 

knowledge. The data is available under the Open Database License. 

Freebase [49] is a large collaborative knowledge base consisting of metadata contributed mainly by community 

members, aiming to create a global resource that allows people (and machines) to access common information 

more effectively. It contains an online collection of structured data harvested from many sources and provided 

under the Creative Commons Attribution License: including data harvested from sources such as Wikipedia, 

ChefMoz, NNDB, and MusicBrainz, as well as individually contributed data from user wikis. 

DBpedia [50] is a project aiming to extract structured content from the information created as part of the 

Wikipedia project [51]. This structured information is then made available in different structured formats 

(RDF/XML, nquads, CSV). DBpedia allows users to query relationships and properties associated with Wikipedia 

resources, including links to other related datasets. DBpedia is one of the more famous parts of the Linked Data 

project [52]. 

Layer [73] is an industrial proprietary standard to create geographical layers which can be used by the Layar 

platform and redistributed via the Layer APIs. Data in the browser comes in the form of layers: these are REST 

web services serving geo-located points of interest in the vicinity of the user. Layers are developed and 
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maintained by third-parties using a free API. Approximately 13 thousand layers are currently available, covering 

information ranging from shops to real estate, attractions, wildlife and more. With respect to the VENTURI 

platform, it could be interesting to consider the API formats both exposed and consumed (layer definition) by 

Layar in order to compare content made available by metaio or other open data source. 

 

Contributions to Web of Data 

With respect to the web of data, we consider a contribution to the formal data-format and visualization 

standards described above quite difficult. At the same time, there are a number of reasons why in practice the 

use of these standards, especially when combined together, might not be straightforward and yet usable as a 

standardized approach for application development. To ease this, VENTURI will focus on interoperability, with 

contributions in terms of data, vocabularies, and libraries for the standardization and normalization of semi-

structured data. There are two notable de-facto standard community efforts in this field, which will be exploited 

within the project, and the consortium partner FBK already has contributed to: 

Any23 

The Apache “Anything To Triples” (Any23) project [53] provides a library, a web service, and a command line tool 

to extract structured data in RDF format from a variety of Web documents. It supports various input formats, 

including: RDF/XML, RDFa with RDFa1.1 prefix mechanism, various microformats, HTML5 Microdata (such as 

schema.org), and comma separated value (CSV) files. The project software can be used in various ways: 

• as a library in Java applications that consume structured data from the Web, 
• as a command-line tool for extracting and converting between the supported formats, and 
• as an online service API available at any23.org. 

For the work in VENTURI, Apache Any23 will serve as a key component to the extraction of data from the web. 

For this reason, significant contributions have already been made to Any23 by VENTURI partner FBG, in order to 

make it as powerful and flexible as possible. Big emphasis has also been put into launching Any23 as a widely 

supported community project: this effort has succeeded with the official approval as “Apache top level project” 

in September 2012, which will help to evolve Any23 as a de-facto open source standard for data extraction from 

the Web of Data. 

As of today, Any23 is not only used in the internal early prototype of VENTURI but also in major Web of Data 

applications, such as sindice.com and sig.ma and others. Also, while the current Any23 supports standard 

geographic markup (e.g. microformats, microdata), being contributors to the project, we will be able to add 

specific support to even more advanced geographic markup very easily as the need will arise in the next months.  

it.dbpedia.org 

DBpedia (see above) can be said to be the de-facto standard for linked data publishing of structured information 

about real world objects. In our investigations we have found, however, that specifically with respect to AR use 

cases it is fundamental to have coverage as good as possible of entities that are of local interest - and often of 

local interest only. These “minor” entities, in which a user might be walking into every day, are however often 

neglected in the English version of Wikipedia as lacking a globally recognized ‘encyclopedic value’, as being too 

pertaining to a specific local cultural aspect, or simply due to having found no one with English proficiency 

interested in the translation. 

The VENTURI project has therefore contributed to DBpedia, by extending it to provide an Italian version: 

it.dbpedia.org [54] contributes to the public availability of structured user generated content, with specific focus 
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on information of local interest. Further information about the project, as well as VENTURI attribution, can be 

found online [54]. 

 

 

3D Visual Content Creation and Fusion 
Visual content creation and fusion in VENTURI exploits several standards for the intermediate representation, 

exchange and delivery of 2D and 3D media assets: 

For 2D bitmap graphics, the lossless PNG [8] file format is used for the intermediate representation and 

exchange of data in the content creation workflow, whereas the lossy JPEG [7] file format is employed for 

delivery, due to its low bandwidth requirements at high image fidelity. 

Exchange and delivery of 2D videos is based on ISO/IEC 14496-10 MPEG-4 Part 10 AVC [12], due to its low 

bandwidth requirements and unmatched compatibility with most mobile devices and desktop media players on 

all major platforms. Intermediate video sequences are currently stored uncompressed in informal industry-

standard AVI 2.0 containers, as defined by Microsoft and the Matrox OpenDML group [55]. AVI has been chosen 

despite its legacy character, due to its simplicity and wide support by software tools on all major platforms. 

While technologically superior container formats and compression schemes for the intermediate representation 

of videos exist (including the SMPT-standardized MXF [56]and the open-source MKV container formats, the 

proprietary Apple QuickTime architecture, and the MPEG4-AVC lossless profile), their interoperability between 

different tools and platforms is far behind legacy AVI. 

The COLLADA format [26], standardized by the Khronos Group, is used for the intermediate representation and 

exchange of 3D datasets. While being very flexible due to its extendable XML design, it is not very efficient with 

respect to delivery bandwidth and decoding complexity for the same reason. Delivery is therefore based on the 

formats natively supported by the junaio AR middleware used in VENTURI, namely the informal industry 

standards Wavefront OBJ, and id Software’s MD2 file formats. The MD2 file format supports simple keyframe-

based animations of the geometry, while complex animations and interactivity need to be defined externally, 

e.g. on the application level. Both formats lack native support for adaptive delivery, such as streaming of 

progressive mesh data or random access to specific model parts, i.e. the complete model needs to be loaded at 

once. To our knowledge, ISO/IEC 14496-11 (MPEG-4 Part 11) [57] is the only officially standardized format to 

support rich interactive 3D content delivery; however, this particular part of the MPEG standards has never been 

adopted on a larger scale due to its high implementation complexity, resulting in insufficient support by content 

creation tools and end-device players. Nevertheless, ongoing MPEG 3D Graphics Compression activities[58][59] 

have the potential to increase consistently the compression of graphics objects, focusing on graphics streaming, 

which for Augmented Reality applications will be a fundamental component just as video streaming is for 

YouTube-like applications. This is the reason why ST is following this standardization committee, especially to 

understand how to possibly exploit at best the resources present on multimedia processor, such as GPU, to get 

the maximum performance in playback mode. 

 

3D Audio Content Creation 
While cross-platform standard APIs for the rendering of 3D spatial audio exist (e.g. OpenSL ES), there is currently 

no widely adopted standard for the authoring and exchange of such media assets at the time of this writing. 

Existing standards, like SMPT MXF [56] and MPEG-4 BIFS / MPEG-4 XMT [57], and industry standards, such as 
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AAF [60] and OMF [61], do support many concepts for object-oriented modeling of spatial audio scenes, 

including animation, interaction, and linkage of audio streams, but they are complex to implement and none of 

them has gained wide acceptance beyond specialized fields of application. 

The W3C Audio Working Group [22] is aware of this issue and may develop an audio markup specification in the 

mid-term. Work on such a specification has however currently been put on hold until September 2013 or 2014, 

in order to first finalize the work on the MediaStream [23] and Web Audio [24] API recommendations, which will 

serve as the foundations for audio processing and synthesis, synchronization, recording, and streaming in future 

web applications. These two APIs could become also of great interest for mobile AR application development in 

the VENTURI project, and draft implementations are already available in the Safari 6 web browser on the latest 

iOS and OSX versions, and in Google Chrome Canary. 

For the near future, when W3C may resume work on an audio markup language standard, VENTURI partner 

INRIA has already a proposal for an audio representation markup ready, along with an implementation of a 

corresponding sound engine for Android. 

Appropriate Content Delivery 
The standard formats used for the content delivery are the same as the one described in the AR Mobile 

Middleware and Server Side Infrastructure. 

Standard protocols are also used for the network communications such as HTTP (Hypertext Transfer Protocol) 

[62], HTTPS (Hypertext Transfer Protocol Secure) [63], and FTP (File Transfer Protocol) [64]. 

While images and multi-media assets are already delivered in compressed file formats (i.e. JPEG, PNG, MPEG-4), 

3D media assets are currently packed into industry-standard ZIP-archives [65] for delivery to the mobile device. 

Currently, no special mesh compression technologies, such as MPEG-4 Part 16 [58] and Part 25 [59] 3D graphics 

compression, nor progressive geometry representations are being exploited, due to the increased 

implementation and processing complexity. There is some ongoing work in this field in MPEG, and consortium 

partner ST is already monitoring these activities. Advanced delivery options will be investigated in upcoming 

months of the project, as new requirements arise from the project demonstrator use cases, and as new insights 

from the standardization process are gained. 
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3. Contribution to Standards 
The analysis presented in section 2 reveals some areas where existing standards should be improved, or new 

standards are needed to better support mobile AR use case, as envisaged by VENTURI. At the time of this 

writing, the consortium sees a strong need for standardization particularly in the following fields: 

 Unified sensor access and sensor data interpretation across different devices and platforms, including 
the use of a common coordinate system for all spatial sensors 

 Hardware-acceleration for common AR algorithms, particularly for computer vision 

 Standardized descriptors for visual search 

 Reliable and precise indoor positioning 

 Advanced 3D audio representation and audio processing across different platforms and including mobile 
devices 

To address the current shortcomings, the consortium has identified standardization bodies and activities that 

are most relevant with respect to VENTURI technologies. The partners will monitor ongoing work in these groups 

to ensure that new developments fitting the project can be evaluated at an early stage. For some selected 

standardization activities, consortium partners will get involved in, or are already active members of relevant 

working groups, planning to contribute project insights and specific results into these standardization processes. 

Table 1 below overviews the standardization groups and their activities in the field of AR, and names the 

involvements of consortium partners in those bodies. 

 

Organization Relevant Standard Activities Consortium 

Involvement 

Khronos Group Cross-platform APIs for 2D/3D graphics rendering (OpenVG, 

OpenGL, OpenGL ES, WebGL), audio rendering (OpenSL ES), 

3D digital asset exchange (COLLADA), parallel computing 

(OpenCL/WebCL), streaming media component integration 

and application portability (OpenMAX), unified sensor and 

input processing/fusion (StreamInput), hardware 

accelerated computer vision algorithms (Vision working 

group) 

ST (StreamInput, 

Vision working group) 

ISO/IEC 

JTC1/SC29/WG11 -

Motion Picture Experts 

Group (MPEG) 

Audio/2D/3D media compression, file formats, and 

transport (JPEG, PNG, MPEG-1,-2,-4, X3D, 3DMC, DASH); 

Compact descriptors for visual search (CDVS, MPEG-7); 

Media management and protection (MPEG-21); Metadata 

management (MPEG-7); Interoperability and real-time 

communication in virtual worlds (MPEG-V); Media-oriented 

middleware (MPEG-M); AR Application Format (ISO ARAF, 

ISO/IEC 2300-13); AR Reference Model (ISO/IEC 2300-14) 

ST (CDVS), 

Fraunhofer HHI 

(MPEG-4 video 

coding) 

World Wide Web 

Consortium (W3C) 

Web-centric standards for structured data transmission and 

storage (XML), points of interest description (W3C POI), and 

advanced client-side audio presentation (W3C audio 

working group) 

INRIA (W3C audio 

working group) 
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AR Standards 

Community 

AR-meta standards (AR Reference Model), standardization 

liaison activities 

ST, metaio, 

Fraunhofer HHI 

National Information 

Standards Organization 

(NISO) 

Information industry standards for interoperability between 

content publishers, libraries, and software developers. 

INRIA is in contact 

with NISO and DAISY 

Indoor Messaging 

System (IMES) 

Consortium 

Indoor positioning INRIA is in contact 

with IMES 

Open Geospatial 

Consortium (OGC) 

Points of Interest data format (W3C POI) and registry (OGC 

OpenPOIs), Geography Markup Lnguage (OGC/ISO GML), 

virtual city and landmark modeling (OGC CityGML), Open 

Location Service (OGC/ISO OpenLS), AR Markup Language 

(OGC ARML WG), Web Map Service (OGC/ISO WMS) 

 

Web3D Consortium 3D graphics file format (X3D)  

Open Mobile Alliance 

(OMA) 

AR content data formats and management, data transport, 

client features for content retrieval, rendering, interaction, 

security and privacy (OMA MobAR) 

 

Internet Engineering 

Task Force (IETF) 

Network protocols for data transmission, time 

synchronization, and QoS 

 

TABLE 1: Overview of standardization organizations and activities  relevant to VENTURI. 

 

The following sections will detail the different standardization activities the partners plan to engage in, outlining 

the goals of the standardization process, and highlighting the mutual benefits of the collaboration. 

 

3.1 Khronos StreamInput 
The upcoming StreamInput API [6] will support a general-purpose framework for consistently handling advanced 

sensors such as depth cameras, touch screens and motion and orientation sensors as well as traditional input 

devices. It will provide flexible device discovery to enable an application to select and process high-level 

semantic input from low-level device capabilities, enabling significant innovations by sensor and device 

manufacturers while simplifying portable application development. The API will also provide system-wide sensor 

synchronization for advanced multi-sensor applications, such as augmented reality. 

STMicroelectronics’ role in StreamInput is to leverage the ST sensors and advanced solutions in the standard to 

assure an optimal integration of its devices and to be capable of releasing StreamInput compatible products as 

soon as the standard will be public. 

In the context of the VENTURI project, ST will contribute its devices and the related software stack supporting 

them. The advanced research carried out in the project will improve the ST products quality and it will provide a 

positive impact in StreamInput. On the other side, the participation of different actors from the mobile and app 

market in StreamInput will provide excellent hints for the VENTURI research activity. 
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3.2 Khronos Vision Working Group 
ST, as well as STE, is following the new-born Khronos Vision Working Group [66]. The latter has been formed to 

drive industry consensus to create a cross-platform API standard to enable hardware vendors to implement and 

optimize accelerated computer vision algorithms. The Khronos vision API could be used to either  accelerate 

high-level libraries, such as the popular OpenCV open source vision library, or to accelerate AR framework or 

even directly end-user applications. 

A strong focus of the working group will be on providing computer vision features on mobile and embedded 

systems and on enabling acceleration on a wide variety of heterogeneous computing architectures including 

CPUs, GPUs and DSPs. 

The vision API will also explore interoperability with existing Khronos standards for camera control, video 

processing, compute acceleration and graphics rendering. 

For these reasons, ST is closely following  the activities and provide contributions, , promoting ways of 

accelerating computer vision primitives, in order to ensure both decent performance on ST/STE hardware 

platform, while ensuring compatibility (and ideally performance compatibillity) on any mobile platforms, thus 

enabling seamless porting of computer vision algorithm across platforms 

 

3.3 ISO/IEC MPEG CDVS 
ST is an active member (co-chair) of the MPEG Compact Descriptors for Visual Search (CDVS) Ad-Hoc Group 

aimed to standardize the process of feature extraction and compression, mainly for Visual Search to enable new 

services for the mobile world.  

During the last year a Test Model has been selected and modified also according to suggestions provided by ST, 

in order to introduce an operative mode (H-Mode) that minimizes the memory requirements for embedded IC’s 

to be used in the mobile devices as well as the processing complexity, while maintaining high level of 

performances. 

ST-Italy provided several input documents to the CDVS standardization committee, to suggest technologies to be 

exploited in the T.M. supporting the H-Mode, to report results of TM profiling and benchmarking on various 

platforms (GP-GPU, P2012) with related tests. 

Plus, ST has pushed for enlarging the scope of MPEG CDVS Standard also to Surveillance, Automotive, and 

Broadcasting, for the sake of extending systems interoperability in various operative contexts. 

The preferred way of implementing an MPEG CDVS compliant solution would be to use the aforementioned 

Khronos Vision API, when available, allowing cross-compatibility at all levels: descriptors and implementation. 

 

3.4 W3C Audio and Open Web Platform 
The mission of the W3C Audio Working Group [22], part of the Rich Web Client Activity, is to add advanced 

sound and music capabilities to the Open Web Platform collection of open (royalty-free) web standards.  

Building upon and expanding the basic functionalities brought by HTML5's <audio> and <video> media elements 

and MediaStream object, the Audio Working Group will define client-side script APIs which will support the 
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features required by rich interactive applications including the ability to process and synthesize audio streams 

directly in script. 

The working group is currently concentrating on the Web API and consequently will not work on audio 

representation markup during this charter period, i.e. before September 2013.  

VENTURI has a proposal ready for audio representation markup, as well as an implementation of a 

corresponding sound engine for Android. If we have to wait for the Audio Working Group to start discussion on 

audio representation markup, we will in the meantime follow closely the progress on the Web API, as this API 

could be of great interest for mobile AR application in the project. 

 

3.5 AR Standards Community 
VENTURI partners ST, metaio, and Fraunhofer HHI are following the activities of the AR Standards Community, 

starting with the Sixth AR Standards Community Meeting held on July 23 and 24, 2012 at the International 

Telecommunications Union (ITU) in Geneva, Switzerland [67]. 

With representatives from some of the most important AR standards bodies (e.g. Khronos Group, Open Mobile 

Alliance, W3C, ISO/JTC, ITU, and the Web3D Consortium), major AR technology players (e.g. Qualcomm, NVIDIA, 

Layar), and AR stakeholders from various other fields (OEMs, telco providers, researchers) presenting and 

discussing their latest advancements and ideas, the regular AR Standards Community meetings are a unique 

platform for establishing a global view onto current standardization activities and upcoming roadmaps, for the 

interdisciplinary exchange of expert opinions on technologies and standards, and for identifying and triggering 

future standardization initiatives. 

At this sixth meeting, the VENTURI partners were invited to introduce the project, with an overview presentation 

given by Olivier Pothier (ST-France). In the same session, public VENTURI deliverable D2.1.1 (Use cases, 

application definition and system requirements) was also presented, as a contribution to the AR Reference 

Model (AR RM) proposal under discussion during this meeting. 

The purpose of the Augmented Reality Reference Model is to state a vision, framework and terminology and to 

include multiple points of view for AR, including but not limited to 3D graphics, video, geospatial and other 

constructs. The primary focus will be to define a meta-standard on AR, not a technology/implementation 

viewpoint. The work of the AR Standards Community on the AR RM is directly linked to the work of MPEG 

ISO/IEC 23000-14: The editors have taken three public documents (the AR RM 19 March, 2012 draft; the AR 

Glossary 3 May 2012 draft; and the AR Use cases 13 March, 2012 draft) developed by and for the AR Standards 

Community, to prepare the first draft working document for MPEG ISO/IEC 23000-14. 

The AR RM will be available for community review and comment. At the end of each MPEG meeting, the 

document, in the form approved by the meeting, will be made public. In addition, the document will be sent to 

ISO/IEC JTC1 SC24, Web3D Consortium, Khronos Group, OMA, W3C, ITU-T, AR Standards Community, OGC and 

other groups as appropriate, using the liaisons mechanism. The letter will invite all standardization organizations 

to contribute to the process of developing ISO/IEC 23000-14. 
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FIGURE 2: Olivier Pothier (ST-France) presenting the VENTURI project at the Sixth AR Standards 
Community meeting. 

 

3.6 NISO / DAISY AR Content Model 
The standardization of an AR content model is one of the main goals of the AR standards community. Here, the 

work done by the National Information Standards Organization (NISO) [68] and the Digital Accessible 

Information System (DAISY) Consortium [69] is of particular interest, namely the “Authoring and Interchange 

Framework for Adaptive XML Publishing Specification” [70]. The AR Standards Community (see above), has 

acknowledged the strong connections between DAISY, NISO and AR experiences. 

INRIA had a meeting in Tokyo on September 1st with Horishi Kawamura, the former president of the DAISY 

Consortium, and with representatives from the Assistive Technology Development Organization (ATDO) [71] of 

Japan, to discuss the standardization of a content model for AR applications. 

As a result of this meeting, an experiment is planned, starting from EPUB3 content and enhancing it with 

geographic information to produce an AR application. Results from this experiment will be reported to the AR 

Standards Community. 

 

3.7 IMES 
The Japanese Indoor Messaging System (IMES) Consortium [72] represents yet another initiative that could 

become of high interest to VENTURI, especially in the second and third year of the project. Their proposed 

standard for an indoor positioning and mapping system aims to overcome the limitations of GPS localization 

inside of buildings, while staying largely compatible with existing GPS receivers. 
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At the State Of The Map conference 2012 in Tokyo, Jacques Lemordant from INRIA met with representatives 

from this consortium and got information on their latest activities, specifically on the “Indoor Positioning and 

Mapping Project” at the Edge City, Futako-Tamagawa in Tokyo. IMES gave a demonstration of IMES and showed 

how to integrate the collected data into OpenStreetMap (OSM). The IMES consortium showed great interest to 

discuss specific indoor mapping topics, and to meet with more OSM community members that are active or 

interested in indoor mapping. 

As the technology and proposed standard seems to be very promising from both the technical side and practical 

use, it could be very beneficial to VENTURI to test IMES technology within the project. In the shopping mall 

personal assistant use case, which is planned for the end of the second project year, IMES GPS spots could be 

very helpful and be used in conjunction with PDR-based navigation. 
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4. Results and Conclusions 
This report has presented the consortium’s strategy to exploit and contribute to standards within the VENTURI 

project. 

Based on an analysis of the current use of standards within the different technical domains of the project, 

specific topics have been identified, where new standardization efforts are strongly needed, or where the 

evolution of existing standards could benefit the project vision. 

The consortium has identified standardization bodies and corresponding activities most relevant to VENTURI and 

plans to monitor their activities throughout the project lifetime. Several partners have started to get involved in 

specific standardization activities, or are already active working group members at some of the most influential 

standardization bodies in the field, including Khronos Group, MPEG, and W3C. Partners have also involved in 

meta-standardization groups, such as the AR Standards Community, which work as independent contributors to 

multiple standardization bodies. 

The partners will contribute their specific expertise and insights from the project into these standardization 

activities, monitor the latest advancements and, if information may be disclosed, will report important 

developments to the consortium.  

The upcoming yearly report D7.4.2-3, due in months 24 and 36, will provide updates on the use of standards 

within the project, will present the latest activities in ongoing standardization activities, and if needed, revise the 

consortium strategy for the contributions to standards. 
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